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Intro



• Long-lived information in abundances A(X), ratios [X/Y]


• Learn about


- Stellar structure, evolution & nucleosynthesis


- Supernova mechanisms & nucleosynthesis


- Exoplanet formation & characterisation


- Galaxy formation & evolution

Why abundances?



Reliable abundances?

• Information in absorption & emission lines


• Infer stellar parameters; abundances



Reliable abundances?

• Prone to systematic modelling errors


• 1D vs 3D; LTE vs non-LTE



1D vs 3D

SST observations 
van der Voort 2006

3D hydro. simulation 
Collet+ 2018



1D vs 3D
HD 122563: A 3D abundance analysis 13

Figure 7. Spatially resolved bolometric intensity pattern from the 48-bin 10082⇥504 surface convection simulation of HD 122563.

temperature, meaning that the upper atmospheric layers would end
up being even cooler.

We have carried out a number of similar tests to study the re-
sponse of the simulation’s physical structure to di�erent choices of
number of opacity bins. Figure 9, left panel, shows the temperature
stratifications resulting from di�erent opacity binning realisations
based on the same opacity data as the 48-bin [Fe/H] = �2.5 simula-
tion. By carefully calibrating the binning, it is possible to achieve the
same average stratification as the 48-bin simulation with only twelve
bins. However, we also show that a generic alternate binning reali-
sation with twelve bins can lead to temperature di�erences of about
100 K in the uppermost atmospheric layers (log ⌧5000 Å . �2.5)
with respect to our reference 48-bin simulation. The four-bin realisa-

tion provides a reasonably good agreement with both the 48-bin and
twelve-bin cases, considering the inherently much more simplified
opacity binning representation. However, the four-bin simulation
also results in cooler layers immediately above the optical surface
(�2.5 . log ⌧5000 Å . 0.0), hence a slightly steeper temperature
gradient near continuum-forming regions, which, to first order, in
LTE, would cause synthetic spectral lines to appear stronger.

Figure 9, right panel, illustrates the results of a study of the
response of the mean temperature stratification to changes in the
assumed chemical mixture, line opacity data (OS or ODFs), and
binning criterion for opacity strength. in order to keep the analy-
sis simple, we only consider opacity binning configurations with
four bins in our tests, but nonetheless compare the results with the
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van der Voort 2006

1D simulation 
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Fig. 9: Non-LTE abundance fit of the 5801, 6938 and 7698 Å
lines (top, middle and lower panels respectively) for HD 192263
with an abundance of A(K) = 5.03. The LTE lines of the same
abundance are also shown in the plots.

5.3), HD 192263 (Sec. 5.3) and in Procyon (Sec. 5.6). In Procyon
one can clearly see the existence of an asymmetry between the
blue and red wings of the line.

Fig. 10: Non-LTE abundance fit of the 7698 Å line for Procyon
with an abundance of A(K) = 4.86. The LTE line of the same
abundance is also shown in the plot.

These types of asymmetries are associated with convec-
tion e↵ects and can only be correctly modeled by using a 3D
radiation-hydrodynamical simulation of the stellar atmosphere
(Dravins et al. 1981; Asplund et al. 2000, 2004). Much work has
been invested in the modeling of the convection-induced asym-
metry of the lithium resonance line, which is similar to potas-
sium in many respects. In particular, many have attempted to
disentangle the imprint of convection with possible absorption
in the red wing due to 6Li (e.g. Smith et al. 2001; Asplund et al.
2006). The importance of accounting for non-LTE e↵ects com-
bined with the 3D line formation of lithium has also been em-
phasized (Cayrel et al. 2004; Lind et al. 2013).

The asymmetric shape of the potassium resonance line have
been studied in the context of solar granulation for decades (e.g.
Marmolino et al. 1987). However, although there have been stud-
ies modeling the resonance line formation using 3D LTE mod-
els (e.g. Nissen et al. 2000; Scott et al. 2015) there is, to the
best of our knowledge, no previous 3D non-LTE study of potas-
sium. Although a full quantitative analysis is outside the scope
of this project, we explored the e↵ects with the radiative transfer
code BALDER (Amarsi et al. 2018). We ran one snapshot of a
full 3D non-LTE calculation based on a STAGGER (Magic et
al. 2013) model atmosphere with Te↵ = 6437 K, log g = 4.0,
[Fe/H]= 0.0 and [K/Fe]= 0.0, which correspond to similar pa-
rameters to those of Procyon.

Our results showed that 1D non-LTE can only partially re-
produce the wings seen in 3D after we added strong macrotur-
bulent broadening e↵ect of VMAC ⇠ 6.25 km/s (dashed line), and
even so the 1D non-LTE does not fully reproduce the wings seen
in 3D, particularly the asymmetry of the line.

The 3D non-LTE feature that we synthesized indicates that
the misrepresentation of the wings in our 1D non-LTE analysis
is due to unaccounted 3D e↵ects. Although the asymmetries of
the potassium resonance wings are much better represented in
full 3D non-LTE we argue that the equivalent width analysis of
the 1D non-LTE yields comparable results.

Article number, page 10 of 30

Henrique Reggiani et al.: Non-LTE analysis of K I in late-type stars

Fig. 11: Synthetic non-LTE 7698 Å potassium line under di↵er-
ent atmospheric model assumptions (1D and 3D).

Fig. 12: Contour diagram illustrating the abundance corrections
in [Fe/H]= 0.0 (upper panel) and [Fe/H]= �3.0 (lower panel) for
the 7698 Å line.

Fig. 13: The top panel shows how the non-LTE corrections vary
with equivalent width. The lower panel shows the non-LTE cor-
rections variation with [Fe/H]. In both panels we have two dif-
ferent model atmospheres and both show the corrections for the
7698 Å line.

7. Non-LTE corrections grid

Using our standard atom we produced a grid of non-LTE cor-
rections, for model atmospheres of di↵erent stellar parameters:
Our grid was computed for models with e↵ective temperatures
in the range from 4000  Te↵ /K  8000 with steps of 500 K,
for each Te↵ the surface gravity range is 0.5  log(g)  5.0 dex
in steps of 0.5, also varying the metallicities between �5.00 
[Fe/H] +0.50 in steps of 0.25 and microturbulence velocities of
vT = 1.0, 2.0 and 5.0 km.s�1. We determined synthetic spectral
lines of potassium abundances varying between �1.25 [K/Fe]
 +1.25, and estimated the LTE and non-LTE equivalent widths
in each case. Thus, we have a final grid with synthetic LTE
and non-LTE equivalent widths for each calculated abundance
in each model atmosphere.

In Figure 12 we show an example of the non-LTE corrections
for solar metallicity varying the stellar parameters. The abun-
dance correction for a Sun-like star is approximately �0.3 dex

Article number, page 11 of 30

• Effects are apparent in high-resolution observations


• Even of stars ≠ Sun

Reggiani, Amarsi+ sub.

High res. PEPSI 
spectra of Procyon 
(Strassmeier+ 2018)

3D granulation effects
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LTE vs non-LTE

• Need some model for energy partitioning


• Local thermodynamic equilibrium (LTE): neglect radiation

e− E
kT ?
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LTE vs non-LTE

• Non-thermal radiation field


• Variation with granulation features ➡ 3D non-LTE

Gas Temp. Radiation Temp. / Gas Temp.

Movie by T. Nordlander



Codes



STAGGER

• 3D (magneto-)hydrodynamics


• 3D LTE radiative transfer with opacity binning

Sun Sub-giant

Movies by R. Collet



BALDER

• Updated background 
opacities


• Efficient MPI parallelisation

Non-LTE contribution

LTE contribution

• 3D multi-level non-LTE 
radiative transfer


• MALI preconditioning (R&H 
1992)



Results: solar abundances



Why care about the Sun?

• Only understand other stars as well as one understands 
the Sun 

• Solar abundances 
- Key ingredient in solar/stellar/galactic models 

- Yardstick for understanding the cosmos


• Benchmark for spectroscopic models



Why care about the Sun?

• Only understand other stars as well as one understands 
the Sun 

• Solar abundances 
- Key ingredient in solar/stellar/galactic models 

- Yardstick for understanding the cosmos


• Benchmark for spectroscopic models
New physics via solar 

analyses  
// 

 Improved abundances 
of all stars



Solar modelling problem

• Take a standard solar 
interior model based on 
spectroscopic abundances


• Compare against 
helioseismic 
measurements


• Disagree on structure of the 
solar interior (sound speed)
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between the meteoritic and the newest photospheric scale
for Fe. As it has happened historically, spectroscopic abun-
dances evolve towards meteoritic ones. This reinforces the
idea that the meteoritic scale is the robust choice and the
reason why we rely upon it for refractory elements.

Uncertainties in element abundances are difficult to
quantify. In many cases, errors quoted for a given ele-
ment are just the internal dispersions of the mean ob-
tained from abundances determined using different spec-
tral lines. A detailed study of systematic uncertainties is
not available, so uncertainties quoted in works on solar
abundances can only be taken as indicative. Typical val-
ues quoted by AGSS09 are about 0.05 dex for volatiles.
Interestingly, C11 uses a different, less stringent, selection
of spectral lines and finds larger values, from 0.06 dex for
C to 0.12 dex for N. Using the meteoritic scale for refrac-
tories has the additional advantage that uncertainties are
very small, typically 0.01 to 0.02 dex and are much less
prone to systematic errors as no modeling is involved.

Based on the discussion above, when possible, the me-
teoritic scale is used in constructing solar models. In the
case of GS98 the two scales are very similar. But in the
case of AGSS09 some differences are present and have
some impact in solar model predictions [29]. Therefore, we
identify the combination of AGSS09 photospheric abun-
dances for volatiles and meteoritic ones for refractories as
AGSS09met in what follows. In relation to AGSS09 values
given in table 1, AGSS09met has lower Mg and Fe by 0.07
and 0.05 dex, respectively and (Z/X)⊙ = 0.0178.

4 Helioseismology

For two decades now, helioseismology has provided the
most stringent constraints on the interior structure of
the Sun [1,30,31]. The measurement of the frequencies
of thousands of global acoustic eigenmodes (or p-modes),
with angular degrees from ℓ = 0 up to several hundred and
with precisions of the order of 1 part in 105, has allowed
to reconstruct the interior structure of the Sun with ex-
cellent precision. This is possible because modes with dif-
ferent angular degree and frequencies have different inner
turning points and therefore probe regions of the Sun dif-
ferentially. Moreover, low degree modes, understood here
as those with ℓ = 0, 1, 2, 3 also play a very important role
because they reach the innermost solar regions and help
probe the solar core, where solar neutrinos are produced.

Of particular interest for testing the quality of solar
models are: the solar sound speed profile derived from in-
versions, the depth of the convective envelope RCZ, and
the abundance of helium in the solar envelope YS. A de-
tailed account of the basics of helioseismology, including
discussion on inversion techniques, can be found in [32,
33] among many other publications. Also, specific combi-
nations of frequencies of low degree modes can be used
to probe the solar core, these are the so-called frequency
separation ratios. They have two advantages: they are free
from uncertainties in the modeling of near surface convec-
tion, and they are dominated by the structure of the solar
core [34,35]. The solar density profile can also be used as

Fig. 1. Relative sound speed profile and three SSMs, identified
by the solar composition used in each case.

a probe for solar models, but there are large correlations
in the derived profiles between different parts of the Sun.
They arise largely because M⊙ is a constraint in helioseis-
mic inversions and the density gradient very large, e.g.
small differences in the solar core appear as much larger
relative changes in the outer layers so that the total mass
is conserved.

4.1 Solar abundance problem

Figure 1 shows the relative difference in sound speed pro-
files for three of the sets of solar abundances discussed be-
fore. GS98 represents the older high-Z solar abundances,
and AGSS09met and CO5BOLD the new 3D-RHD based
solar abundances. AGSS09met in particular is representa-
tive of what we will call here the low -Z solar abundances.
The error bars depict those originating from the seismic
data and the size of the kernels used in the inversion.
The shaded area represents those from solar models and
guide the eye to quantify the magnitude of the discrepancy
brought about by the AGSS09met composition. Model er-
rors are to a good approximation independent of the ref-
erence model considered. Also, model results for RCZ and
YS are shown in the figure. Typical absolute model er-
rors derived for these quantities from a large Monte Carlo
study [36] are, coincidentally, 0.0037 for both quantities.
Newer calculations yield slightly different values; this is
discussed later. These have to be compared to those ob-
tained from helioseimic data RCZ,⊙ = 0.713 ± 0.001 [37]
and YS,⊙ = 0.2485 ± 0.0034 [38].

The large differences in SSMs seen between high- and
low-Z models have been largely discussed in the literature
since 2004, generally under the name of the solar abun-
dance problem, tracing a parallelism with the solar neu-
trino problem. From a phenomenological point of view,
most seismic probes, and certainly those described above,
do not directly depend on the metal composition of the
Sun but rather on its opacity profile. This profile is the
result of atomic calculations of radiative opacities and the
composition of the solar interior, and seismology is good

Serenelli 2016
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Solar modelling problem
• Problem is largest at base of convection zone


• Missing solar interior physics (extra mixing)?


• Missing interior opacities (Opacity Project / OPAL)?


• Too low oxygen (neon, iron, carbon, …) abundances?


- O, Ne, C are depleted in meteorites


- Scrutinise non-LTE models of carbon and oxygen



Non-LTE model atoms
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• Improved atomic data and realistic model atoms 

• New: first principles inelastic X+H collisions



Non-LTE model atoms
Radiation

Collisions

1 S 1 D 1 Do 3 So 3 P 3 Do 3 F 5 So 5 P 5 Do 5 F
0

2

4

6

8

10

12

1 S 1 D 1 Do 3 So 3 P 3 Do 3 F 5 So 5 P 5 Do 5 F
0

2

4

6

8

10

12

En
er

gy
 / 

eV

777nm

2p4

2p4

2p4

3s3s
3p3p

Comprehensive
119 levels
1213 lines
121 continua

Amarsi, Barklem+ 2018

Key oxygen 
abundance 
diagnostic

• Improved atomic data and realistic model atoms 
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Non-LTE model atoms

• Improved atomic data and realistic model atoms 

• New: first principles inelastic X+H collisions
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Inelastic O+H collisionsA&A 530, A94 (2011)

Fig. 3. Comparison of cross sections for the process Na(3s) + H →
Na(3p) + H. The dotted line shows the Drawin cross section and the
dashed line the Landau-Zener cross section. The full lines are two quan-
tum scattering calculations using different input quantum-chemical data
(MRDCI, which is largest near the threshold, and pseudopotential; see
Belyaev et al. 2010, for details). The circles show the experimental data
of Fleck et al. (1991); Belyaev et al. (1999) with 1σ error bars.

3. Comparison of results

Detailed quantum scattering calculations of cross sections, and
corresponding rate coefficients, have been done for excitation
processes between all states below the ionic limit for Li+H
(Belyaev & Barklem 2003; Barklem et al. 2003) and Na+H
(Belyaev et al. 2010; Barklem et al. 2010). Recently, calculations
for the three lowest states of Mg+H have also been performed
(Guitou et al. 2011). In this section we compare the results with
the predictions of the Drawin formula. This comparison will be
done on two levels. Firstly, comparison of the cross sections,
which best elucidates the physics. Secondly, comparison of the
rate coefficients, which is of most interest for astrophysical ap-
plications, and also allows us to focus on more general integrated
properties.

3.1. Cross sections

In this section we compare the Drawin cross sections with other
theoretical and experimental results. Note, since Steenbock &
Holweger (1984) give only a formula for the rate coefficient, and
due to above mentioned problems with Drawin’s derivation, the
Drawin cross section formula used here is taken from Lambert
(1993, Eqs. (A2) and (A8)). As shown there, these expressions
give a formula for the rate coefficient differing from that of
Steenbock & Holweger (1984) by only a factor of mA/(mA+mH),
which is of order unity.

Figure 3 compares cross sections at low energy for Na(3s) +
H → Na(3p) + H, the single case where experimental data is
available. We see that quantum scattering calculations and the
Landau-Zener model results agree quite well with experiment.
Near the threshold, where there is no experimental data, the
quantum scattering calculations show substantial differences de-
pending on which quantum-chemical data are used. This high-
lights the sensitivity of the near-threshold cross sections to the
uncertainties in the quantum-chemistry data, and gives an esti-
mate of the uncertainties in the calculated cross sections. In this
case the uncertainties seem to be around one or two orders of
magnitude. However, it should be noted that the uncertainties
vary strongly from transition to transition, and the transitions

Fig. 4. Comparison of quantum scattering cross sections for Li+H from
Belyaev & Barklem (2003) (full lines) with those of the Drawin formula
(dotted lines) for the 10 transitions between the 4 lowest states of Li.

with the largest cross sections have the smallest uncertainties, as
low as a factor of 2. Fortunately, these are the most important
from an astrophysical perspective (see discussion in Barklem
et al. 2010).

In Figs. 4 and 5, theoretical excitation cross sections for in-
elastic Li+H and Na+H collisions at low energy are compared
for a number of transitions. A major problem of the Drawin
formula is immediately evident here: it predicts zero cross sec-
tions for optically forbidden transitions (or cross sections much
smaller than those for optically allowed transitions if one uses
the very small f -values in some cases). The Drawin formula de-
pends on the absorption oscillator strength, while collisional pro-
cesses do not follow the same selection rules, and no such depen-
dence is seen in the quantum mechanical data. For the optically
allowed transitions the Drawin cross section is typically greater
than the quantum scattering results by several orders of mag-
nitude. The Drawin formula gives a reasonable description of
the cross section behaviour with collision energy in many cases,
though in a few, particularly among transitions involving excited
initial states, the quantum cross sections have a much flatter be-
haviour with collision energy.
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Fig. 6. Maps of χ2 (color-coded) in the SH – A(O) plane, indicating the quality of the simultaneous fit over all µ-angles of observed and computed
3D non-LTE EW, considering each of the three triplet components separately. The location of the minium χ2 is marked by a white plus sign, while
the white ellipses bound the regions where χ2 − χ2

min < 1 (solid) and 2.3 (dashed). The latter corresponds to the simultaneous confidence region
of SH and A(O) containing 68.3% of the data if they were normally distributed. Contour lines indicating where Wobs = Wcalc are superimposed
for each µ-angle. The top and bottom panels show the results for the WCLC and Pereira spectra, respectively. Line identification and best-fit
parameters are given at the top left of each panel.

Table 3. Results of non-LTE EW fitting with various model atmospheres: A(O), SH-values, and reduced χ2 of the best fit for two different observed
spectra (WCLC and Pereira 2009); the difference between A(O) derived from the two different spectra is given in Col. (4).

A(O) ∆A(O) SH χ2
red

Data set: WCLC Pereira WCLC Pereira WCLC Pereira
λ, nm 3D model atmosphere
777.2 8.763 ± 0.018 8.765 ± 0.014 –0.002 1.63 ± 0.35 1.67 ± 0.25 0.831 0.500
777.4 8.743 ± 0.021 8.772 ± 0.013 –0.029 1.28 ± 0.33 1.69 ± 0.25 0.448 0.457
777.5 8.757 ± 0.017 8.776 ± 0.010 –0.019 1.56 ± 0.36 1.96 ± 0.26 0.235 0.401
Mean 8.754 ± 0.010 8.771 ± 0.006 –0.017 1.49 ± 0.19 1.77 ± 0.17 – –
λ, nm HM model atmosphere, ξmic = 0.8 km s−1

777.2 8.699 ± 0.030 8.677 ± 0.031 0.022 0.55 ± 0.25 0.38 ± 0.16 2.135 0.989
777.4 8.689 ± 0.031 8.705 ± 0.022 –0.016 0.42 ± 0.22 0.49 ± 0.17 1.414 0.477
777.5 8.731 ± 0.022 8.748 ± 0.014 –0.017 0.73 ± 0.26 0.90 ± 0.19 0.371 0.159
Mean 8.706 ± 0.022 8.710 ± 0.035 –0.004 0.57 ± 0.16 0.59 ± 0.28 – –
λ, nm HM model atmosphere, ξmic = 1.2 km s−1

777.2 8.670 ± 0.044 8.650 ± 0.026 0.020 0.50 ± 0.21 0.36 ± 0.08 2.330 1.371
777.4 8.660 ± 0.030 8.674 ± 0.026 –0.014 0.37 ± 0.16 0.42 ± 0.16 1.578 0.695
777.5 8.705 ± 0.023 8.721 ± 0.015 –0.016 0.65 ± 0.25 0.80 ± 0.18 0.420 0.208
Mean 8.678 ± 0.024 8.682 ± 0.036 –0.004 0.51 ± 0.14 0.52 ± 0.24 – –

Notes. Results from the ⟨3D⟩ and LHD model atmospheres are excluded because no minimum in χ2 is found in the range SH ≥ 0.

not overlap (by a narrow margin). Nevertheless, we derive the
best estimate by averaging over the two data sets, arriving at
⟨⟨A(O)⟩⟩ = 8.763± 0.012, and ⟨⟨SH⟩⟩ = 1.6±0.2. These numbers
are fully consistent with the final result obtained from the line
profile fitting described in Sect. 4.1.2. As in the latter case, the

best-fit solutions, derived from the ⟨3D⟩ and 1D LHD modeling,
turn out to be unphysical (negative SH). We discard these results
as irrelevant and exclude them from Table 3 (see also Sect. 5.2
below).
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Fig. 3. Comparison of cross sections for the process Na(3s) + H →
Na(3p) + H. The dotted line shows the Drawin cross section and the
dashed line the Landau-Zener cross section. The full lines are two quan-
tum scattering calculations using different input quantum-chemical data
(MRDCI, which is largest near the threshold, and pseudopotential; see
Belyaev et al. 2010, for details). The circles show the experimental data
of Fleck et al. (1991); Belyaev et al. (1999) with 1σ error bars.

3. Comparison of results

Detailed quantum scattering calculations of cross sections, and
corresponding rate coefficients, have been done for excitation
processes between all states below the ionic limit for Li+H
(Belyaev & Barklem 2003; Barklem et al. 2003) and Na+H
(Belyaev et al. 2010; Barklem et al. 2010). Recently, calculations
for the three lowest states of Mg+H have also been performed
(Guitou et al. 2011). In this section we compare the results with
the predictions of the Drawin formula. This comparison will be
done on two levels. Firstly, comparison of the cross sections,
which best elucidates the physics. Secondly, comparison of the
rate coefficients, which is of most interest for astrophysical ap-
plications, and also allows us to focus on more general integrated
properties.

3.1. Cross sections

In this section we compare the Drawin cross sections with other
theoretical and experimental results. Note, since Steenbock &
Holweger (1984) give only a formula for the rate coefficient, and
due to above mentioned problems with Drawin’s derivation, the
Drawin cross section formula used here is taken from Lambert
(1993, Eqs. (A2) and (A8)). As shown there, these expressions
give a formula for the rate coefficient differing from that of
Steenbock & Holweger (1984) by only a factor of mA/(mA+mH),
which is of order unity.

Figure 3 compares cross sections at low energy for Na(3s) +
H → Na(3p) + H, the single case where experimental data is
available. We see that quantum scattering calculations and the
Landau-Zener model results agree quite well with experiment.
Near the threshold, where there is no experimental data, the
quantum scattering calculations show substantial differences de-
pending on which quantum-chemical data are used. This high-
lights the sensitivity of the near-threshold cross sections to the
uncertainties in the quantum-chemistry data, and gives an esti-
mate of the uncertainties in the calculated cross sections. In this
case the uncertainties seem to be around one or two orders of
magnitude. However, it should be noted that the uncertainties
vary strongly from transition to transition, and the transitions

Fig. 4. Comparison of quantum scattering cross sections for Li+H from
Belyaev & Barklem (2003) (full lines) with those of the Drawin formula
(dotted lines) for the 10 transitions between the 4 lowest states of Li.

with the largest cross sections have the smallest uncertainties, as
low as a factor of 2. Fortunately, these are the most important
from an astrophysical perspective (see discussion in Barklem
et al. 2010).

In Figs. 4 and 5, theoretical excitation cross sections for in-
elastic Li+H and Na+H collisions at low energy are compared
for a number of transitions. A major problem of the Drawin
formula is immediately evident here: it predicts zero cross sec-
tions for optically forbidden transitions (or cross sections much
smaller than those for optically allowed transitions if one uses
the very small f -values in some cases). The Drawin formula de-
pends on the absorption oscillator strength, while collisional pro-
cesses do not follow the same selection rules, and no such depen-
dence is seen in the quantum mechanical data. For the optically
allowed transitions the Drawin cross section is typically greater
than the quantum scattering results by several orders of mag-
nitude. The Drawin formula gives a reasonable description of
the cross section behaviour with collision energy in many cases,
though in a few, particularly among transitions involving excited
initial states, the quantum cross sections have a much flatter be-
haviour with collision energy.
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Fig. 6. Maps of χ2 (color-coded) in the SH – A(O) plane, indicating the quality of the simultaneous fit over all µ-angles of observed and computed
3D non-LTE EW, considering each of the three triplet components separately. The location of the minium χ2 is marked by a white plus sign, while
the white ellipses bound the regions where χ2 − χ2

min < 1 (solid) and 2.3 (dashed). The latter corresponds to the simultaneous confidence region
of SH and A(O) containing 68.3% of the data if they were normally distributed. Contour lines indicating where Wobs = Wcalc are superimposed
for each µ-angle. The top and bottom panels show the results for the WCLC and Pereira spectra, respectively. Line identification and best-fit
parameters are given at the top left of each panel.

Table 3. Results of non-LTE EW fitting with various model atmospheres: A(O), SH-values, and reduced χ2 of the best fit for two different observed
spectra (WCLC and Pereira 2009); the difference between A(O) derived from the two different spectra is given in Col. (4).

A(O) ∆A(O) SH χ2
red

Data set: WCLC Pereira WCLC Pereira WCLC Pereira
λ, nm 3D model atmosphere
777.2 8.763 ± 0.018 8.765 ± 0.014 –0.002 1.63 ± 0.35 1.67 ± 0.25 0.831 0.500
777.4 8.743 ± 0.021 8.772 ± 0.013 –0.029 1.28 ± 0.33 1.69 ± 0.25 0.448 0.457
777.5 8.757 ± 0.017 8.776 ± 0.010 –0.019 1.56 ± 0.36 1.96 ± 0.26 0.235 0.401
Mean 8.754 ± 0.010 8.771 ± 0.006 –0.017 1.49 ± 0.19 1.77 ± 0.17 – –
λ, nm HM model atmosphere, ξmic = 0.8 km s−1

777.2 8.699 ± 0.030 8.677 ± 0.031 0.022 0.55 ± 0.25 0.38 ± 0.16 2.135 0.989
777.4 8.689 ± 0.031 8.705 ± 0.022 –0.016 0.42 ± 0.22 0.49 ± 0.17 1.414 0.477
777.5 8.731 ± 0.022 8.748 ± 0.014 –0.017 0.73 ± 0.26 0.90 ± 0.19 0.371 0.159
Mean 8.706 ± 0.022 8.710 ± 0.035 –0.004 0.57 ± 0.16 0.59 ± 0.28 – –
λ, nm HM model atmosphere, ξmic = 1.2 km s−1

777.2 8.670 ± 0.044 8.650 ± 0.026 0.020 0.50 ± 0.21 0.36 ± 0.08 2.330 1.371
777.4 8.660 ± 0.030 8.674 ± 0.026 –0.014 0.37 ± 0.16 0.42 ± 0.16 1.578 0.695
777.5 8.705 ± 0.023 8.721 ± 0.015 –0.016 0.65 ± 0.25 0.80 ± 0.18 0.420 0.208
Mean 8.678 ± 0.024 8.682 ± 0.036 –0.004 0.51 ± 0.14 0.52 ± 0.24 – –

Notes. Results from the ⟨3D⟩ and LHD model atmospheres are excluded because no minimum in χ2 is found in the range SH ≥ 0.

not overlap (by a narrow margin). Nevertheless, we derive the
best estimate by averaging over the two data sets, arriving at
⟨⟨A(O)⟩⟩ = 8.763± 0.012, and ⟨⟨SH⟩⟩ = 1.6±0.2. These numbers
are fully consistent with the final result obtained from the line
profile fitting described in Sect. 4.1.2. As in the latter case, the

best-fit solutions, derived from the ⟨3D⟩ and 1D LHD modeling,
turn out to be unphysical (negative SH). We discard these results
as irrelevant and exclude them from Table 3 (see also Sect. 5.2
below).
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Fig. 3. Comparison of cross sections for the process Na(3s) + H →
Na(3p) + H. The dotted line shows the Drawin cross section and the
dashed line the Landau-Zener cross section. The full lines are two quan-
tum scattering calculations using different input quantum-chemical data
(MRDCI, which is largest near the threshold, and pseudopotential; see
Belyaev et al. 2010, for details). The circles show the experimental data
of Fleck et al. (1991); Belyaev et al. (1999) with 1σ error bars.

3. Comparison of results

Detailed quantum scattering calculations of cross sections, and
corresponding rate coefficients, have been done for excitation
processes between all states below the ionic limit for Li+H
(Belyaev & Barklem 2003; Barklem et al. 2003) and Na+H
(Belyaev et al. 2010; Barklem et al. 2010). Recently, calculations
for the three lowest states of Mg+H have also been performed
(Guitou et al. 2011). In this section we compare the results with
the predictions of the Drawin formula. This comparison will be
done on two levels. Firstly, comparison of the cross sections,
which best elucidates the physics. Secondly, comparison of the
rate coefficients, which is of most interest for astrophysical ap-
plications, and also allows us to focus on more general integrated
properties.

3.1. Cross sections

In this section we compare the Drawin cross sections with other
theoretical and experimental results. Note, since Steenbock &
Holweger (1984) give only a formula for the rate coefficient, and
due to above mentioned problems with Drawin’s derivation, the
Drawin cross section formula used here is taken from Lambert
(1993, Eqs. (A2) and (A8)). As shown there, these expressions
give a formula for the rate coefficient differing from that of
Steenbock & Holweger (1984) by only a factor of mA/(mA+mH),
which is of order unity.

Figure 3 compares cross sections at low energy for Na(3s) +
H → Na(3p) + H, the single case where experimental data is
available. We see that quantum scattering calculations and the
Landau-Zener model results agree quite well with experiment.
Near the threshold, where there is no experimental data, the
quantum scattering calculations show substantial differences de-
pending on which quantum-chemical data are used. This high-
lights the sensitivity of the near-threshold cross sections to the
uncertainties in the quantum-chemistry data, and gives an esti-
mate of the uncertainties in the calculated cross sections. In this
case the uncertainties seem to be around one or two orders of
magnitude. However, it should be noted that the uncertainties
vary strongly from transition to transition, and the transitions

Fig. 4. Comparison of quantum scattering cross sections for Li+H from
Belyaev & Barklem (2003) (full lines) with those of the Drawin formula
(dotted lines) for the 10 transitions between the 4 lowest states of Li.

with the largest cross sections have the smallest uncertainties, as
low as a factor of 2. Fortunately, these are the most important
from an astrophysical perspective (see discussion in Barklem
et al. 2010).

In Figs. 4 and 5, theoretical excitation cross sections for in-
elastic Li+H and Na+H collisions at low energy are compared
for a number of transitions. A major problem of the Drawin
formula is immediately evident here: it predicts zero cross sec-
tions for optically forbidden transitions (or cross sections much
smaller than those for optically allowed transitions if one uses
the very small f -values in some cases). The Drawin formula de-
pends on the absorption oscillator strength, while collisional pro-
cesses do not follow the same selection rules, and no such depen-
dence is seen in the quantum mechanical data. For the optically
allowed transitions the Drawin cross section is typically greater
than the quantum scattering results by several orders of mag-
nitude. The Drawin formula gives a reasonable description of
the cross section behaviour with collision energy in many cases,
though in a few, particularly among transitions involving excited
initial states, the quantum cross sections have a much flatter be-
haviour with collision energy.
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Fig. 6. Maps of χ2 (color-coded) in the SH – A(O) plane, indicating the quality of the simultaneous fit over all µ-angles of observed and computed
3D non-LTE EW, considering each of the three triplet components separately. The location of the minium χ2 is marked by a white plus sign, while
the white ellipses bound the regions where χ2 − χ2

min < 1 (solid) and 2.3 (dashed). The latter corresponds to the simultaneous confidence region
of SH and A(O) containing 68.3% of the data if they were normally distributed. Contour lines indicating where Wobs = Wcalc are superimposed
for each µ-angle. The top and bottom panels show the results for the WCLC and Pereira spectra, respectively. Line identification and best-fit
parameters are given at the top left of each panel.

Table 3. Results of non-LTE EW fitting with various model atmospheres: A(O), SH-values, and reduced χ2 of the best fit for two different observed
spectra (WCLC and Pereira 2009); the difference between A(O) derived from the two different spectra is given in Col. (4).

A(O) ∆A(O) SH χ2
red

Data set: WCLC Pereira WCLC Pereira WCLC Pereira
λ, nm 3D model atmosphere
777.2 8.763 ± 0.018 8.765 ± 0.014 –0.002 1.63 ± 0.35 1.67 ± 0.25 0.831 0.500
777.4 8.743 ± 0.021 8.772 ± 0.013 –0.029 1.28 ± 0.33 1.69 ± 0.25 0.448 0.457
777.5 8.757 ± 0.017 8.776 ± 0.010 –0.019 1.56 ± 0.36 1.96 ± 0.26 0.235 0.401
Mean 8.754 ± 0.010 8.771 ± 0.006 –0.017 1.49 ± 0.19 1.77 ± 0.17 – –
λ, nm HM model atmosphere, ξmic = 0.8 km s−1

777.2 8.699 ± 0.030 8.677 ± 0.031 0.022 0.55 ± 0.25 0.38 ± 0.16 2.135 0.989
777.4 8.689 ± 0.031 8.705 ± 0.022 –0.016 0.42 ± 0.22 0.49 ± 0.17 1.414 0.477
777.5 8.731 ± 0.022 8.748 ± 0.014 –0.017 0.73 ± 0.26 0.90 ± 0.19 0.371 0.159
Mean 8.706 ± 0.022 8.710 ± 0.035 –0.004 0.57 ± 0.16 0.59 ± 0.28 – –
λ, nm HM model atmosphere, ξmic = 1.2 km s−1

777.2 8.670 ± 0.044 8.650 ± 0.026 0.020 0.50 ± 0.21 0.36 ± 0.08 2.330 1.371
777.4 8.660 ± 0.030 8.674 ± 0.026 –0.014 0.37 ± 0.16 0.42 ± 0.16 1.578 0.695
777.5 8.705 ± 0.023 8.721 ± 0.015 –0.016 0.65 ± 0.25 0.80 ± 0.18 0.420 0.208
Mean 8.678 ± 0.024 8.682 ± 0.036 –0.004 0.51 ± 0.14 0.52 ± 0.24 – –

Notes. Results from the ⟨3D⟩ and LHD model atmospheres are excluded because no minimum in χ2 is found in the range SH ≥ 0.

not overlap (by a narrow margin). Nevertheless, we derive the
best estimate by averaging over the two data sets, arriving at
⟨⟨A(O)⟩⟩ = 8.763± 0.012, and ⟨⟨SH⟩⟩ = 1.6±0.2. These numbers
are fully consistent with the final result obtained from the line
profile fitting described in Sect. 4.1.2. As in the latter case, the

best-fit solutions, derived from the ⟨3D⟩ and 1D LHD modeling,
turn out to be unphysical (negative SH). We discard these results
as irrelevant and exclude them from Table 3 (see also Sect. 5.2
below).
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Fig. 3. Comparison of cross sections for the process Na(3s) + H →
Na(3p) + H. The dotted line shows the Drawin cross section and the
dashed line the Landau-Zener cross section. The full lines are two quan-
tum scattering calculations using different input quantum-chemical data
(MRDCI, which is largest near the threshold, and pseudopotential; see
Belyaev et al. 2010, for details). The circles show the experimental data
of Fleck et al. (1991); Belyaev et al. (1999) with 1σ error bars.

3. Comparison of results

Detailed quantum scattering calculations of cross sections, and
corresponding rate coefficients, have been done for excitation
processes between all states below the ionic limit for Li+H
(Belyaev & Barklem 2003; Barklem et al. 2003) and Na+H
(Belyaev et al. 2010; Barklem et al. 2010). Recently, calculations
for the three lowest states of Mg+H have also been performed
(Guitou et al. 2011). In this section we compare the results with
the predictions of the Drawin formula. This comparison will be
done on two levels. Firstly, comparison of the cross sections,
which best elucidates the physics. Secondly, comparison of the
rate coefficients, which is of most interest for astrophysical ap-
plications, and also allows us to focus on more general integrated
properties.

3.1. Cross sections

In this section we compare the Drawin cross sections with other
theoretical and experimental results. Note, since Steenbock &
Holweger (1984) give only a formula for the rate coefficient, and
due to above mentioned problems with Drawin’s derivation, the
Drawin cross section formula used here is taken from Lambert
(1993, Eqs. (A2) and (A8)). As shown there, these expressions
give a formula for the rate coefficient differing from that of
Steenbock & Holweger (1984) by only a factor of mA/(mA+mH),
which is of order unity.

Figure 3 compares cross sections at low energy for Na(3s) +
H → Na(3p) + H, the single case where experimental data is
available. We see that quantum scattering calculations and the
Landau-Zener model results agree quite well with experiment.
Near the threshold, where there is no experimental data, the
quantum scattering calculations show substantial differences de-
pending on which quantum-chemical data are used. This high-
lights the sensitivity of the near-threshold cross sections to the
uncertainties in the quantum-chemistry data, and gives an esti-
mate of the uncertainties in the calculated cross sections. In this
case the uncertainties seem to be around one or two orders of
magnitude. However, it should be noted that the uncertainties
vary strongly from transition to transition, and the transitions

Fig. 4. Comparison of quantum scattering cross sections for Li+H from
Belyaev & Barklem (2003) (full lines) with those of the Drawin formula
(dotted lines) for the 10 transitions between the 4 lowest states of Li.

with the largest cross sections have the smallest uncertainties, as
low as a factor of 2. Fortunately, these are the most important
from an astrophysical perspective (see discussion in Barklem
et al. 2010).

In Figs. 4 and 5, theoretical excitation cross sections for in-
elastic Li+H and Na+H collisions at low energy are compared
for a number of transitions. A major problem of the Drawin
formula is immediately evident here: it predicts zero cross sec-
tions for optically forbidden transitions (or cross sections much
smaller than those for optically allowed transitions if one uses
the very small f -values in some cases). The Drawin formula de-
pends on the absorption oscillator strength, while collisional pro-
cesses do not follow the same selection rules, and no such depen-
dence is seen in the quantum mechanical data. For the optically
allowed transitions the Drawin cross section is typically greater
than the quantum scattering results by several orders of mag-
nitude. The Drawin formula gives a reasonable description of
the cross section behaviour with collision energy in many cases,
though in a few, particularly among transitions involving excited
initial states, the quantum cross sections have a much flatter be-
haviour with collision energy.
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Fig. 6. Maps of χ2 (color-coded) in the SH – A(O) plane, indicating the quality of the simultaneous fit over all µ-angles of observed and computed
3D non-LTE EW, considering each of the three triplet components separately. The location of the minium χ2 is marked by a white plus sign, while
the white ellipses bound the regions where χ2 − χ2

min < 1 (solid) and 2.3 (dashed). The latter corresponds to the simultaneous confidence region
of SH and A(O) containing 68.3% of the data if they were normally distributed. Contour lines indicating where Wobs = Wcalc are superimposed
for each µ-angle. The top and bottom panels show the results for the WCLC and Pereira spectra, respectively. Line identification and best-fit
parameters are given at the top left of each panel.

Table 3. Results of non-LTE EW fitting with various model atmospheres: A(O), SH-values, and reduced χ2 of the best fit for two different observed
spectra (WCLC and Pereira 2009); the difference between A(O) derived from the two different spectra is given in Col. (4).

A(O) ∆A(O) SH χ2
red

Data set: WCLC Pereira WCLC Pereira WCLC Pereira
λ, nm 3D model atmosphere
777.2 8.763 ± 0.018 8.765 ± 0.014 –0.002 1.63 ± 0.35 1.67 ± 0.25 0.831 0.500
777.4 8.743 ± 0.021 8.772 ± 0.013 –0.029 1.28 ± 0.33 1.69 ± 0.25 0.448 0.457
777.5 8.757 ± 0.017 8.776 ± 0.010 –0.019 1.56 ± 0.36 1.96 ± 0.26 0.235 0.401
Mean 8.754 ± 0.010 8.771 ± 0.006 –0.017 1.49 ± 0.19 1.77 ± 0.17 – –
λ, nm HM model atmosphere, ξmic = 0.8 km s−1

777.2 8.699 ± 0.030 8.677 ± 0.031 0.022 0.55 ± 0.25 0.38 ± 0.16 2.135 0.989
777.4 8.689 ± 0.031 8.705 ± 0.022 –0.016 0.42 ± 0.22 0.49 ± 0.17 1.414 0.477
777.5 8.731 ± 0.022 8.748 ± 0.014 –0.017 0.73 ± 0.26 0.90 ± 0.19 0.371 0.159
Mean 8.706 ± 0.022 8.710 ± 0.035 –0.004 0.57 ± 0.16 0.59 ± 0.28 – –
λ, nm HM model atmosphere, ξmic = 1.2 km s−1

777.2 8.670 ± 0.044 8.650 ± 0.026 0.020 0.50 ± 0.21 0.36 ± 0.08 2.330 1.371
777.4 8.660 ± 0.030 8.674 ± 0.026 –0.014 0.37 ± 0.16 0.42 ± 0.16 1.578 0.695
777.5 8.705 ± 0.023 8.721 ± 0.015 –0.016 0.65 ± 0.25 0.80 ± 0.18 0.420 0.208
Mean 8.678 ± 0.024 8.682 ± 0.036 –0.004 0.51 ± 0.14 0.52 ± 0.24 – –

Notes. Results from the ⟨3D⟩ and LHD model atmospheres are excluded because no minimum in χ2 is found in the range SH ≥ 0.

not overlap (by a narrow margin). Nevertheless, we derive the
best estimate by averaging over the two data sets, arriving at
⟨⟨A(O)⟩⟩ = 8.763± 0.012, and ⟨⟨SH⟩⟩ = 1.6±0.2. These numbers
are fully consistent with the final result obtained from the line
profile fitting described in Sect. 4.1.2. As in the latter case, the

best-fit solutions, derived from the ⟨3D⟩ and 1D LHD modeling,
turn out to be unphysical (negative SH). We discard these results
as irrelevant and exclude them from Table 3 (see also Sect. 5.2
below).

A57, page 12 of 23

Barklem+ 2011

Steffen+ 2015

Even for Sun: SH and 
abundance are 

degenerate

Global SH fudge factor…but 
different transitions need 

different SH
SH

Can’t trust calibration 
for stars ≠ Sun 



Centre-to-limb variation

4312 K. Lind et al.

Table 1. Summary of the observational configuration. Columns A–C give the wavelength band of each of the three spectrographic cameras. # represents
the number of pointings.

Set A B C # µ # µ # µ # µ # µ

(Å) (Å) (Å)

1 5366–5377 6147–6159 8710–8728 6 0.201 4 0.380 7 0.600 7 0.802 4 1.0000
±0.007 ±0.032 ±0.014 ±0.005 ±0.0005

2 5378–5390 6159–6172 8727–8744 7 0.205 7 0.393 7 0.604 6 0.803 12 1.0000
±0.005 ±0.019 ±0.009 ±0.005 ±0.0003

3 8656–8668 7825–7842 8691–8708 16 0.203 16 0.397 19 0.603 20 0.801 9 1.0000
±0.006 ±0.027 ±0.006 ±0.004 ±0.0005

predictions with the observed centre-to-limb variation of iron lines
in the Sun.

Nordlund (1984, 1985) pioneered the investigation of NLTE line
formation of iron in 3D hydrodynamical model atmospheres more
than three decades ago. The first paper studied the departure of
Fe I–Fe II from Saha ionization balance and reported significant
(0.2 dex) overionization of the neutral species. The second paper
used a two-level Fe I atom, coupled to a Fe II continuum, and
predicted significant line weakening of the example Fe I line at
5225 Å due to a superthermal source function.

Shchukina & Trujillo Bueno (2001) later studied NLTE line for-
mation in a hydrodynamical model of the Sun in the so-called
1.5D approximation, neglecting horizontal radiative transfer. They
used a 248-level Fe I+Fe II atom and concluded that NLTE effects
vary strongly with the granulation pattern and the Fe I line proper-
ties, with a net NLTE correction to Fe I line abundances of up to
+0.12 dex for the lowest excitation lines. The only previous work
investigating NLTE line formation of iron in the Sun using a multi-
level atom and full 3D radiative transfer is the series by Holzreuter
& Solanki (2012, 2013, 2015), in which the authors rigorously com-
pared synthetic line profiles generated under different assumptions.
However, they were limited to using a strongly simplified 23-level
atom and made no quantitative comparison to observations. These
earlier studies have in common that they included only experimen-
tally known energy levels of iron and neglected the influence of
hydrogen collisions on the statistical equilibrium, both of which
exaggerate the NLTE effects.

We present full 3D NLTE calculations using a comprehensive
463-level atom with realistic atomic data to enable a direct com-
parison to the most constraining observations possible, i.e. high
spectral resolution and high signal-to-noise (S/N) observations of
the Sun at different viewing angles. The paper is divided in the fol-
lowing sections. Section 2 outlines the observations, the assembly
and reduction of the model atom, and the method used for spectral
synthesis. Section 3 presents the results for the solar centre-to-
limb variation of iron lines and the solar iron abundance. Section 4
summarizes our conclusions.

2 M E T H O D

2.1 Observations

We acquired spectroscopic data with high spatial and spectral reso-
lution using the TRIPPEL (Kiselman et al. 2011) instrument at the
Swedish 1-m Solar Telescope (SST; Scharmer et al. 2003) on La
Palma. The observing campaign lasted from 2011 June 23 to 2011
July 8.

Three spectrographic cameras and three imaging cameras were
operated simultaneously. Three different set-ups were used, result-

Figure 1. Overview of the SST pointings on the solar disc, inclined by
the heliographic latitude of the observer. The blue circles mark the targeted
µ-angles and µ = 0.999 for reference.

ing in a total of nine spectral windows with wavelength bands speci-
fied in Table 1. Two slit-jaw cameras recorded simultaneous images
at approximately 5320 and 6940 Å, respectively. The third camera
was used to monitor the magnetic activity of the region with a 1.1 Å
filter centred on the Ca II H line. Five different heliocentric angles on
the solar disc were targeted, corresponding to µ ≡ cos θ = 0.2, 0.4,
0.6, 0.8 and 1.0, where θ is the angle between the ray direction and
the surface normal. The number of observations at each pointing is
listed in Table 1, discarding exposures that failed due to suspected
tracking problems (usually due to very bad seeing), or regions with
obvious activity as deemed from the Ca II H core emission.

The intensity contrast peaks at disc centre and exposures were
made while scanning the spectroscopic slit over a small region in
order to reduce the imprint of the local granulation pattern. At other
pointings, the slit position was held fixed and aligned parallel to the
closest part of the solar limb. The telescope field rotation caused the
actual position selected in this way to depend on the time of day,
as is evident in Fig. 1. Of the two possible choices for a specific
µ value and time of day, the one showing the least activity was
preferred.

For the µ = 0.2 pointings, the position of the slit could be mea-
sured accurately using the slit-jaw images, which include the solar
limb. For the other pointings, µ was determined from the output
of the telescope tracking system. In order to get the readings as
accurate as possible, frequent calibrations by pointing at the limb at
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the number of pointings.
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predictions with the observed centre-to-limb variation of iron lines
in the Sun.

Nordlund (1984, 1985) pioneered the investigation of NLTE line
formation of iron in 3D hydrodynamical model atmospheres more
than three decades ago. The first paper studied the departure of
Fe I–Fe II from Saha ionization balance and reported significant
(0.2 dex) overionization of the neutral species. The second paper
used a two-level Fe I atom, coupled to a Fe II continuum, and
predicted significant line weakening of the example Fe I line at
5225 Å due to a superthermal source function.

Shchukina & Trujillo Bueno (2001) later studied NLTE line for-
mation in a hydrodynamical model of the Sun in the so-called
1.5D approximation, neglecting horizontal radiative transfer. They
used a 248-level Fe I+Fe II atom and concluded that NLTE effects
vary strongly with the granulation pattern and the Fe I line proper-
ties, with a net NLTE correction to Fe I line abundances of up to
+0.12 dex for the lowest excitation lines. The only previous work
investigating NLTE line formation of iron in the Sun using a multi-
level atom and full 3D radiative transfer is the series by Holzreuter
& Solanki (2012, 2013, 2015), in which the authors rigorously com-
pared synthetic line profiles generated under different assumptions.
However, they were limited to using a strongly simplified 23-level
atom and made no quantitative comparison to observations. These
earlier studies have in common that they included only experimen-
tally known energy levels of iron and neglected the influence of
hydrogen collisions on the statistical equilibrium, both of which
exaggerate the NLTE effects.

We present full 3D NLTE calculations using a comprehensive
463-level atom with realistic atomic data to enable a direct com-
parison to the most constraining observations possible, i.e. high
spectral resolution and high signal-to-noise (S/N) observations of
the Sun at different viewing angles. The paper is divided in the fol-
lowing sections. Section 2 outlines the observations, the assembly
and reduction of the model atom, and the method used for spectral
synthesis. Section 3 presents the results for the solar centre-to-
limb variation of iron lines and the solar iron abundance. Section 4
summarizes our conclusions.

2 M E T H O D

2.1 Observations

We acquired spectroscopic data with high spatial and spectral reso-
lution using the TRIPPEL (Kiselman et al. 2011) instrument at the
Swedish 1-m Solar Telescope (SST; Scharmer et al. 2003) on La
Palma. The observing campaign lasted from 2011 June 23 to 2011
July 8.

Three spectrographic cameras and three imaging cameras were
operated simultaneously. Three different set-ups were used, result-

Figure 1. Overview of the SST pointings on the solar disc, inclined by
the heliographic latitude of the observer. The blue circles mark the targeted
µ-angles and µ = 0.999 for reference.

ing in a total of nine spectral windows with wavelength bands speci-
fied in Table 1. Two slit-jaw cameras recorded simultaneous images
at approximately 5320 and 6940 Å, respectively. The third camera
was used to monitor the magnetic activity of the region with a 1.1 Å
filter centred on the Ca II H line. Five different heliocentric angles on
the solar disc were targeted, corresponding to µ ≡ cos θ = 0.2, 0.4,
0.6, 0.8 and 1.0, where θ is the angle between the ray direction and
the surface normal. The number of observations at each pointing is
listed in Table 1, discarding exposures that failed due to suspected
tracking problems (usually due to very bad seeing), or regions with
obvious activity as deemed from the Ca II H core emission.

The intensity contrast peaks at disc centre and exposures were
made while scanning the spectroscopic slit over a small region in
order to reduce the imprint of the local granulation pattern. At other
pointings, the slit position was held fixed and aligned parallel to the
closest part of the solar limb. The telescope field rotation caused the
actual position selected in this way to depend on the time of day,
as is evident in Fig. 1. Of the two possible choices for a specific
µ value and time of day, the one showing the least activity was
preferred.

For the µ = 0.2 pointings, the position of the slit could be mea-
sured accurately using the slit-jaw images, which include the solar
limb. For the other pointings, µ was determined from the output
of the telescope tracking system. In order to get the readings as
accurate as possible, frequent calibrations by pointing at the limb at
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Magnetic fields?

Movie credit: SDO, NASA

• Sun displays evidence 
of magnetic fields 

• “Quiet Sun” also has 
magnetic fields: 
50-200G


• Need 3D MHD 
simulations…



Magnetic fields?
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Solar abundances summary

• New 3D non-LTE results ~ consistent with old ones


- Oxygen 777nm (Amarsi, Barklem+ 2018) — 8.69 (8.69)


- Also carbon lines (Amarsi, Barklem+ sub.) — 8.44 (8.43)


• Full CNO analysis in prep.


• Validated models (collisions); apply to other stars…



Results: carbon/oxygen/iron GCE



• Three of the most abundant metals


• C/O important in exoplanet studies (in prep.)


• C, O, Fe are key GCE tracers (e.g. Tinsley 1979)


- C & O from hydrostatic burning in massive stars


- C also from low/intermediate mass stars 

- Fe from core-collapse and TypeIa supernovae

Why COFe?



Fabbian+ 2009

• Upturn in [C/O] at low [O/H]


• Signature of first stars?  Or rotation?

[C/O] upturn?



C. J. Akerman et al.: The evolution of the C/O ratio in metal-poor halo stars 941

Fig. 8. The outputs of our chemical evolution models obtained by
adding to our “standard” model yields (applicable to stars with metal-
licities Z ≥ 10−5) the yields by Chieffi & Limongi (2002) for
metal-free stars. Continuous lines: Population III yields by Chieffi &
Limongi (2002) and normal (KTG) IMF. Long-dash line: same as the
continuous line, but for a top-heavy IMF (M ≥ 10 M⊙). In the lower
panel, the black line shows the change in [C/O] with time for the KTG
IMF case; the light grey line shows the same for [O/H].

In Fig. 8 we show the results of adding to our “standard”
model the C and O yields by Chieffi & Limongi (2002) for
metallicities in the range 0 ≤ Z ≤ 10−5. Among the published
Population III yields these are the only ones which produce the
desired effect; in the combined model shown in Fig. 8 the first
generation of stars enriches the gas with carbon and oxygen
in solar proportions and the [C/O] ratio subsequently falls as
nucleosynthesis by Population II stars takes over. The nominal
agreement with the observations (given the uncertainties in the
current limited dataset) is improved if we assume that the IMF
of Population III stars was top-heavy; as an example we show
(long-dash line in Fig. 8) a model with the IMF truncated at
Mlow = 10 M⊙ (e.g. Hernandez & Ferrara 2001; Mackey et al.
2003; Clarke & Bromm 2003).

Chieffi& Limongi (2002) have argued on different grounds
for a high carbon abundance at the end of He core burn-
ing in metal-free stars and, by inference, favour the low rate
for the 12C (α, γ) 16O reaction used in their set of nucleosyn-
thesis calculations. Possibly, the higher temperatures reached
in the cores of metal-free stars shift the balance between
the 4He (2α, γ) 12C and 12C (α, γ) 16O reactions in favour of a
higher carbon yield. Or perhaps the processes responsible are
related to the mixing and fallback models proposed by Umeda
& Nomoto (2002, 2003) to explain the abundance pattern of
extremely metal-poor stars with high energy supernova explo-
sions of massive Population III stars. In any case it is clear that,
if further observations were to confirm that [C/O] really was

at near-solar values in the earliest stages of the chemical evo-
lution of the Milky Way, it would be of great interest to in-
vestigate further the physical reasons behind this effect as they
would provide a much needed window into the nucleosynthesis
by the first generation of stars.

6. Summary and conclusions

We have used UVES on the VLT to measure the abundances
of carbon and oxygen in 34 F and G dwarf and subgiant
stars with halo kinematics and with metallicities in the range
from [Fe/H]= −0.7 to −3.2 . In our study we have targeted
permitted, high excitation absorption lines of C I near 9100 Å
and of O I near 7774 Å which are still detectable (with equiv-
alent widths of a few mÅ) down to the lowest metallicities in
our sample. Line equivalent widths have been analysed with
1D LTE model atmospheres generated by the MARCS code
to deduce values of the C/O ratio. We show that this ratio is
probably insensitive to 3D effects because the lines are formed
at similar deep levels within the stellar atmospheres. However,
we question the suggestion by Tomkin et al. (1992) that cor-
rections for departures from LTE are similar for the two sets of
lines and the C/O ratio is therefore relatively insensitive to non-
LTE effects. With more realistic estimates of the cross-sections
for inelastic hydrogen collisions, differential non-LTE effects
may be important (at the ∼0.2 dex level) and metallicity de-
pendent. Firm conclusions on this important point await a full
study of the structure of the C I atom.

We consider our results together with those of similar stud-
ies in disk stars to investigate how the [C/O] ratio varies as a
function of [O/H]. Carbon becomes proportionally less abun-
dant than oxygen as the oxygen abundance decreases from so-
lar; at [O/H]≃ −1, [C/O]≃ −0.5. This metallicity dependence
of the C/O ratio is not confined to Galactic stars; a similar drop
in [C/O] with [O/H] has been revealed by emission line studies
of H II regions in spiral and irregular galaxies, and by analyses
of C and O absorption lines in the Lyα forest at high redshift. It
thus appears to be a universal effect which probably reflects the
metallicity dependence of the yields of carbon by massive stars
with mass loss. In the Milky Way, delayed release of C by inter-
mediate and low mass stars also contributes. We can reproduce
the behaviour of [C/O] vs. [O/H] with a “standard” Galactic
chemical evolution model, and find that the relative contribu-
tion to carbon enrichment from stars with masses m > 8 M⊙ is
>∼ 60% throughout the lifetime of the Galaxy.

Our survey also provides tentative evidence for an intrigu-
ing new trend which had not been recognised before: [C/O]
may rise again in halo stars with [O/H] <∼ − 1. If real, such
an effect may indicate that the C/O ratio started at near-solar
levels in the earliest stages of the chemical evolution of the
Milky Way. Among published work on the nucleosynthesis by
metal-free stars, the calculations by Chieffi & Limongi (2002)
can reproduce the observed behaviour, particularly if the IMF
of Population III stars was top-heavy. With the current limited
statistics this is no more than a ∼3σ effect; it also remains to
be established to what extent it is affected by systematic er-
rors in the C/O ratios. Thus, it is now a matter of priority to
confirm, or refute, the reality of such a trend, both with further

Akerman+ 2004

Massive PopIII yields

• Upturn in [C/O] at low [O/H]


• Signature of first stars?  Or rotation?

[C/O] upturn?
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Fig. 3. Predicted evolution of nitrogen (upper panel) and carbon
(lower panel) according to a chemical evolution model computed with
different stellar yield sets for metallicities below Z = 10−5: a) solid
line – a model computed under the assumption that the lowest metal-
licity yield table of MM02 (Z = 10−5) is valid down to Z = 0; b) dot-
dashed line (red in the online version) – the model of CMB05 where
an ad hoc higher yield of nitrogen is assumed for metallicities below
10−5; c) dashed line – the new model presented in this Letter adopt-
ing new stellar yields computed by new stellar evolution models with
faster rotation for Z = 10−8 massive stars.

down to Z = 0. As can be seen in Fig. 4, this model can-
not explain the high levels of N/O or the C/O upturn observed
in the very metal-poor halo stars of S053. The dot-dashed line
shows the heuristic model of CMB05. This model is the same
as the one represented by the solid line except that for metal-
licities Z < 10−5 the yields of nitrogen were strongly increased
in comparison to the ones given in MM02 for massive stars
(the adopted yields in the case of this model are shown in
Fig. 1 by the asterisks connected by a long-dashed line). As
a consequence, this model produces more nitrogen at the be-
ginning of galaxy evolution (as shown in Fig. 3, upper panel,
dot-dashed curve), leading to large N/O ratios at low metallic-
ities (Fig. 4, upper panel, dot-dashed curve). However, it was
unclear whether stellar evolution models at such low metallic-
ities could predict such a large enhancement of nitrogen and
what would be the impact for C and O.

The dashed curves in Figs. 3 and 4 show our most recent
model computed with the new stellar yields at Z = 10−8 of
Hirschi (2006) for massive stars, assuming them to be valid
down to Z = 04. The evolution of nitrogen predicted by this
model (dashed line in Fig. 3, upper panel) is similar to the one
predicted by the CMB05 model (dot-dashed line), except for
the later times (as expected since the ad hoc yields of CMB05
are higher than the ones of Hirschi for masses below 20 M⊙).

3 One of the main assumptions when comparing chemical evo-
lution predictions with abundance data is that they represent the
pristine abundances from the ISM, from which the stars formed.
Therefore, objects that could have undergone mixing processes should
be avoided. The data shown here are in principle unmixed stars (S05).

4 The physics adopted in the Z = 10−8 models should be valid down
to Z ∼ 10−10, which represents the metallicity limit below which mas-
sive stars first enter the phase of H-burning via the pp chain, followed
by the 3 α reaction, which then allows the CNO cycle to proceed, as
in Z = 0 (Pop. III) stars.

Fig. 4. Upper panel: solar vicinity diagram log(N/O) vs.
log(O/H)+ 12. The data points are from Israelian et al. (2004 –
large squares), S05 (asterisks). Models are labeled as in Fig. 3. Lower
panel: solar vicinity diagram log(C/O) vs. log(O/H)+ 12. The data
are from Spite et al. (S05 – asterisks), Israelian et al. (2004 – squares),
Nissen (2004 – filled pentagons). Solar abundances (Asplund 2005,
and references therein) are also shown.

The similarity of both curves is striking as they were obtained
following completely independent approaches. This result im-
plies that faster rotation is able to account for the S05 observa-
tions. Some differences are also seen for the C evolution (see
Fig. 3, lower panel). Our new model predicts a C/O upturn
at low metallicities (Fig. 4, lower panel, dashed curve). This
upturn results from the strong production of primary nitrogen.
Indeed, high production of primary nitrogen implies a very ac-
tive H-burning shell, which contributes a large part of the total
luminosity of the star. As a consequence, part of the total lu-
minosity compensated by the energy produced in the helium
core is reduced, making the average core temperature and thus
the efficiency of the 12C(α,γ)16O reaction lower. More efficient
mixing also leads to greater mass loss, decreasing the He-core
size. Higher C/O ratios are thus obtained at the end of the He-
burning phase.

We note that the effects obtained in this Letter, namely, the
high N/O and the C/O upturn at very low metallicities can be
explained without invoking Pop. III stars (i.e. without changing
the IMF or including zero-metallicity stellar yields) and hence
do not necessarily imply the signature of Pop. III stars as previ-
ously claimed in the literature (e.g. Akerman et al. 2004). The
only shortcoming of the present model is that it predicts slightly
higher [C/Fe] with respect to the observations of S05 (around
0.3 dex larger at [Fe/H] ∼ −3 up to 0.9 dex at [Fe/H] ∼ −4).
However, in this case there are two large uncertainties, namely
a) the stellar yields for Fe in massive stars (strongly depen-
dent on the adopted mass cut) and b) the [C/Fe] ratios of S05
could still be affected by uncertainties due to the first dredge-
up dilution of C on the giant branch (Iben 1965) and NLTE/3D
corrections.
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Chiappini+ 2006

• Upturn in [C/O] at low [O/H]


• Signature of first stars?  Or rotation?

Massive rotating stars

[C/O] upturn?



[C/O] upturn revisited

• First time: a “full” 3D non-LTE analysis


- Both stellar parameters and abundances based on 3D 
non-LTE


- 40 metal-poor turn-off halo stars (Nissen+ 2007)


• Easy to replicate method to large samples



A “full” 3D non-LTE analysis

• Effective temperatures from 3D non-LTE Hβ lines


• Grid available: Amarsi, Nordlander+ 2018
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A “full” 3D non-LTE analysis

Gaia vs Hipparcos

• Surface gravities from Gaia DR2


• [Fe/H] from 3D LTE Fe2 lines (non-LTE effects are small)

M. Asplund et al.: Line formation in solar granulation. I 733

Fig. 2. The spatially and temporally averaged Fe i 608.2 line when
artificially removing all convective velocities in the simulations (dia-
monds). In comparison with the solar intensity atlas (solid line, Brault
& Neckel 1987) the predicted line is much too narrow and lacks the
correct line shift and asymmetry. The result when including the self-
consistent velocity field is shown in Fig. 8

priate for most Fe lines (Kiselman 1998; Kiselman & Asplund
2000; Paper IV).

Spatially resolved bisectors are not at all typical of the spa-
tially averaged bisectors, which are merely the result of the sta-
tistical distribution of individual profiles. Rather than the char-
acteristic⊂-shape bisectors, individual bisectors normally have
inverted \-shape bisectors in granules and /-shapes in intergran-
ular lanes, as seen inFig. 1. This reflects the in general increasing
vertical velocities with depth in the photosphere. However, due
to the meandering motion of the downflows, occasionally the
line-of-sight passes through both upward and downward mov-
ing material which causes large variations for certain columns.

4.2. Spatially averaged disk-center profiles

The widths of spatially averaged spectral lines, which clearly
exceed the natural and thermal broadening, predominantly arise
from the velocity amplitude of the granules and intergranular
lanes and to a lesser extent from photospheric oscillations. A
demonstration of the importance of the non-thermal Doppler
broadening is presented in Fig. 2, which shows the resulting
spatially averaged profile from the 3D simulations but with all
convective velocities artificially set equal to zero in the line cal-
culation; thereby the predicted profile closely resemble those
calculated with classical 1D model atmospheres. Clearly, with-
out the Doppler shifts the line is much too narrow, which re-
quires additional broadening in the form of micro- and macro-
turbulence to be introduced. The poor agreement between obser-
vations and predictions when not including the self-consistent
velocity field as shown in Fig. 2, should be contrasted with the
excellent fit shown in Fig. 8.

The individual line bisectors depends on the details of the
line formation and thus on transition properties such as log gf ,
χexc and λ in an intricate way, as illustrated in Fig. 3, 4 and 5.

Fig. 3. The spatially and temporally averaged Fe i 608.2 bisector as-
suming three different abundances: log ϵFe = 7.00, 7.50 and 8.00 (or
equivalently with three different log gf -values). Note that the upper
parts of the bisectors do not coincide for the different line strengths
since thewhole region of line formation is shifted outwards for stronger
lines

Fig. 4. The bisectors of the Fe i 608.2 (weak) and 621.9 nm (strong)
lines (solid lines) which both have χexc = 2.2 eV. Also shown are
the corresponding (artificial) Fe i lines with χ = 1.2 eV (dotted lines)
and χ = 3.2 eV (dashed lines). The fake lines have all other transi-
tion properties the same as the original lines but with the gf -values
(≃ ±1.0 dex) adjusted to return the same line depths. All lines have
here been computed for the same 5min sequence from the full convec-
tion simulation, which means that the bisectors differ slightly from the
average of the whole 50min simulation

When discussing mean bisectors (e.g. Gray 1992; Allende Pri-
eto et al. 1999; Hamilton & Lester 1999) it is therefore impor-
tant to consider only appropriate subgroups consisting of lines
with similar characteristics to avoid introducing errors when
interpreting the results in terms of convective properties. As a
corollary, it follows that reconstructing a mean bisector by av-
eraging bisectors or using shifts of lines of different strengths
will in general not recover in detail the individual bisectors, as
exemplified in Fig. 3. As expected, for line depths >∼ 0.5 the
bisectors closely coincide for lines of different strengths due to

1D vs 3D



A “full” 3D non-LTE analysis

• Carbon and oxygen from 3D non-LTE atomic lines 

• High-excitation, near-IR: similar sensitivities
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Extra results: potassium GCE



• Potassium production is not completely understood


• Massive stars


- Hydrostatic oxygen shell burning


- Explosive oxygen burning


• Extra nucleosynthesis channels? (Kobayashi+ 2011; 
Prantzos+ 2018)

Potassium GCE



Reggiani, Amarsi+ sub.

Halo stars

Solar twins

??

1D LTE

Massive rotating stars

Potassium GCE



Reggiani, Amarsi+ sub.

Halo stars

Solar twins

1D non-LTE

??

Massive rotating stars

Potassium GCE



Extra results: atomic diffusion



evolutionary effects and may prove fruitful in the future, but
only with thoroughly calibrated models.

Recently, Ness et al. (2017) introduced the concept of
“stellar doppelgängers,” i.e., pairs of stars with indistinguish-
able chemical abundance patterns (within measurement
uncertainties) that were not born in the same birth cloud.
These stars would register as false positives in chemical
tagging. Not only can atomic diffusion cause two coeval stars
of different Minit (hence evolutionary phase) born in the same
birth cloud to have different surface abundances but it can also
create these doppelgängers. Such coincidental pairs can arise
between two stars in different evolutionary phases if the effect
of atomic diffusion (e.g., Fe H 0.05D = -[ ] ) is offset by an
equal and opposite difference in the initial abundances (e.g.,

Fe H 0.05initD = +[ ] ). This assumes the rest of the abundance
pattern scales with Fe, which is not unreasonable at the sub-
0.1 dex level.

To summarize our argument, chemical tagging studies
should take into account our current knowledge of atomic
diffusion. At present, perhaps the most sensible approach is to
consider only stars in the same evolutionary phase—the tighter
the constraints, the better. In the future, we hope that it will be
possible to use stellar evolution models to correct for atomic
diffusion effects so that stars in different evolutionary phases
can be safely studied together.

4. Summary

How much can we trust stellar evolution models? All the
conclusions in this paper are based on one set of models,
computed with one stellar evolution code (MESA), with one set
of physical assumptions oulined in Section 2.1. While another
set of models might differ quantitatively from what we have
presented in this paper, the qualitative picture should not

change. Due to the current state and likely future of
asteroseismology; the promise of the Gaia mission; and the
wealth of stellar parameters and abundances from spectroscopic
surveys; stellar models will be subject to renewed scrutiny in
the coming years. Critical tests of atomic diffusion and other
mixing processes in single stars of similar age and initial
composition but different evolutionary phases, are the most
useful tools in this context. Such studies are, however, few and
far between at present.
We highlight the importance of tabulating surface abun-

dances along isochrones. Model surface abundances are
necessary when deriving accurate individual stellar ages from
spectroscopic parameters and abundances. Ages estimated from
isochrones based on the (incorrect) constant-metallicty assump-
tion may be overestimated by as much as 20% compared to
ages derived via the variable-metallicity assumption. When
applied to large samples, this has important implications for
studies of the AMR in Galactic field stars and GCE. However,
it remains difficult to properly address this issue because many
stellar isochrones either (i) ignore atomic diffusion and/or (ii)
omit the surface abundance information along the isochrone
even though this information is computed by all stellar
evolution code.
Chemical tagging is complicated by evolutionary effects in

the surface abundances of stars. This problem can be mitigated
by either choosing stars in the same evolutionary phase and/or
by focusing on abundance ratios (i.e., [X/Fe]) rather than
absolute abundances ([X/H]), though we appreciate that some
form of metallicity ([Fe/H]) is important. We suggest that, after
thorough calibration of stellar models, a new approach to
chemical tagging will become possible. The approach uses the
stellar evolution models to revert observed surface abundances
back to their initial, bulk values. Chemical tagging can then be

Figure 9. Evolution of surface abundance ratios in the H–R diagram for models with atomic diffusion and turbulent mixing; the top panel shows models without grad,
while the bottom row shows models with grad. The models have Fe H 0.5init = -[ ] and ages from 5 to 15 Gyr. The leftmost column shows the variation of Fe with
respect to H, while the other columns show variations with respect to Fe.
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possible to use stellar evolution models to correct for atomic
diffusion effects so that stars in different evolutionary phases
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set of models might differ quantitatively from what we have
presented in this paper, the qualitative picture should not
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asteroseismology; the promise of the Gaia mission; and the
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surveys; stellar models will be subject to renewed scrutiny in
the coming years. Critical tests of atomic diffusion and other
mixing processes in single stars of similar age and initial
composition but different evolutionary phases, are the most
useful tools in this context. Such studies are, however, few and
far between at present.
We highlight the importance of tabulating surface abun-

dances along isochrones. Model surface abundances are
necessary when deriving accurate individual stellar ages from
spectroscopic parameters and abundances. Ages estimated from
isochrones based on the (incorrect) constant-metallicty assump-
tion may be overestimated by as much as 20% compared to
ages derived via the variable-metallicity assumption. When
applied to large samples, this has important implications for
studies of the AMR in Galactic field stars and GCE. However,
it remains difficult to properly address this issue because many
stellar isochrones either (i) ignore atomic diffusion and/or (ii)
omit the surface abundance information along the isochrone
even though this information is computed by all stellar
evolution code.
Chemical tagging is complicated by evolutionary effects in

the surface abundances of stars. This problem can be mitigated
by either choosing stars in the same evolutionary phase and/or
by focusing on abundance ratios (i.e., [X/Fe]) rather than
absolute abundances ([X/H]), though we appreciate that some
form of metallicity ([Fe/H]) is important. We suggest that, after
thorough calibration of stellar models, a new approach to
chemical tagging will become possible. The approach uses the
stellar evolution models to revert observed surface abundances
back to their initial, bulk values. Chemical tagging can then be

Figure 9. Evolution of surface abundance ratios in the H–R diagram for models with atomic diffusion and turbulent mixing; the top panel shows models without grad,
while the bottom row shows models with grad. The models have Fe H 0.5init = -[ ] and ages from 5 to 15 Gyr. The leftmost column shows the variation of Fe with
respect to H, while the other columns show variations with respect to Fe.
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Dotter+ 2017

Atomic diffusion

• Surface abundances depleted in turn-off stars


• Investigate in mono-populations: open clusters
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able chemical abundance patterns (within measurement
uncertainties) that were not born in the same birth cloud.
These stars would register as false positives in chemical
tagging. Not only can atomic diffusion cause two coeval stars
of different Minit (hence evolutionary phase) born in the same
birth cloud to have different surface abundances but it can also
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between two stars in different evolutionary phases if the effect
of atomic diffusion (e.g., Fe H 0.05D = -[ ] ) is offset by an
equal and opposite difference in the initial abundances (e.g.,

Fe H 0.05initD = +[ ] ). This assumes the rest of the abundance
pattern scales with Fe, which is not unreasonable at the sub-
0.1 dex level.

To summarize our argument, chemical tagging studies
should take into account our current knowledge of atomic
diffusion. At present, perhaps the most sensible approach is to
consider only stars in the same evolutionary phase—the tighter
the constraints, the better. In the future, we hope that it will be
possible to use stellar evolution models to correct for atomic
diffusion effects so that stars in different evolutionary phases
can be safely studied together.

4. Summary
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conclusions in this paper are based on one set of models,
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far between at present.
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necessary when deriving accurate individual stellar ages from
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tion may be overestimated by as much as 20% compared to
ages derived via the variable-metallicity assumption. When
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studies of the AMR in Galactic field stars and GCE. However,
it remains difficult to properly address this issue because many
stellar isochrones either (i) ignore atomic diffusion and/or (ii)
omit the surface abundance information along the isochrone
even though this information is computed by all stellar
evolution code.
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absolute abundances ([X/H]), though we appreciate that some
form of metallicity ([Fe/H]) is important. We suggest that, after
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stellar evolution models to revert observed surface abundances
back to their initial, bulk values. Chemical tagging can then be
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M67 (open cluster)

——— 1D LTE ———

——— 1D non-LTE ———
Gao, Lind, Amarsi+ 2018

• LTE: positive gradient ➡ difficult to explain


• Non-LTE: negative gradient ➡ atomic diffusion(?)

Precision vs 
accuracy?

Atomic diffusion



Conclusion



Conclusion

• First principles inelastic X+H collisions, validated on 
solar CLV


• Solar C & O abundances largely unchanged


• 3D non-LTE effects can strongly alter abundance trends 
and thus our understanding of the Sun, stars, and our 
Galaxy


